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What is 

Serverless?

Query external data from Azure 

Storage, Cosmos DB and Dataverse

Power BI Fest

Read

Write

Serverless SQL Pools cost is based on the amount of data 

processed and not compute/time to execute

No data is stored within Serverless SQL Pools

Dataverse

Cosmos DB

Azure Storage

Data Lake 

Gen2 & Gen2

Serverless SQL Pools

Familiar SQL objects 

• Databases

• Stored Procedures

• DMVs

• Views

• External Tables

~$5 per 1TB Data Processed (Write/Read)

Serverless SQL 
Pools

SQL
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Microsoft state 3 scenarios 

that Serverless SQL Pools can 

be useful for

Data Exploration

Analyse CSV, Parquet & JSON data stored in Azure Storage using 
common T-SQL commands. Query Cosmos DB in real-time.

Logical Data Warehouse

Create a relational structure over raw data stored in Azure 
Storage and Cosmos DB without transforming and moving data.

Data Transformation

Data stored in Azure Storage can be transformed using T-SQL and 
datasets returned to BI tools such as Power BI

Scenarios

Serverless SQL 
Scenarios



A Lightweight 
SQL Engine
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We can create a Synapse Analytics workspace and 

only ever use the Serverless SQL Pools service for 

data processing

Lightweight

Use Serverless SQL Pools to do the “heavy lifting” 

in terms of data processing when data is stored in a 

Data Lake

We can create Views and External Tables over 

disparate Data Lake data to bring this data 

together
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A Synapse Analytics Workspace 

can be provisioned using:

• Azure Portal

• PowerShell

• CLI

• ARM

• Bicep

We can create a Synapse Analytics workspace 

in just a few steps:

Creation

Creating a Synapse 
Analytics Workspace

Specify the Azure Subscription

Select or Create a Resource Group

Enter a Workspace name

Select or Create a Storage Account (Data Lake Gen2)

Enter a file system name

Specify SQL admin credentials

Specify if workspace is created in a Managed Virtual Network
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Connecting to Serverless SQL Pools
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Serverless SQL Pools 

Endpoint

SQL Server Management Studio

Azure Data Studio

Azure Analysis Services

Power BI (Datasets & Dataflows)

Serverless SQL Pools has a 

separate endpoint which other 

data services can connect to and 

issue SQL statements

Endpoint

Connection
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We have Web Telemetry 

data being streamed into 

Azure Data Lake Gen2 

into a folder structure

Data Example

Source 

data

In the Web Telemetry data we have 7 columns

The file format is Parquet

There is a 3 level folder structure 

with the Parquet data being 

stored in the YYYY-MM-DD folder

The Date column is surfaced in a 

View in Serverless as a Date 

column
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We can create a SQL View 

in Serverless SQL Pools to 

cast structure over this 

data stored in the Data 

Lake

Creating SQL 
View

SQL

Create View syntax for the Web Telemetry data



Power BI Fest

We can load data into 

Power BI from Serverless 

SQL Pools

We can keep the 

granularity the same as 

the source 

Bear in mind the volume of source data as if 

data is being loaded to a Data Lake, the 

volume could grow very quickly

Import

Loading 

data

In this example we’re 

importing 600K rows 

into a Power BI data 

model

We are performing the 

same data modelling 

operations as with any 

imported data source
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Larger datasets may 

require aggregating

We must ensure as much 

processing is pushed to 

Serverless SQL Pools 

(Query Folding)

Import with 
Grouping

Aggregate 

Data

In this example we’re 

aggregating over 1.2B rows 

into 150K rows using Power 

Query Grouping

Serverless SQL Pools is 

running the aggregate 

query due to Query Folding

We have lost the 

granularity of the source 

data

We are performing the 

same data modelling 

operations as with any 

imported data source
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We can connect without 

needing to import data

We have access to the same 

granularity as the source

Data is accessible as soon as 

received in the source

Connecting 

Live

DirectQuery
Keep accessing source rows with 

no loss of granularity

No need to import as we’re 

connecting live

Queries are run by Serverless SQL 

Pools

Performance will not be as fast as 

import
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We can use the filepath() 

columns to filter and 

partition prune to reduce 

the data processed

We can use the option to add a single 

apply button for filters and slicers

We can use the Date dimension as 

context rather than filtering

Partition 

Pruning

We have 2 Date columns in the Fact View: EventDateSource & EventDate

EventDate: Result of the filepath() function to return the folder name

No support to join to another table and have that table 

filter, E.G Date dimension

EventDateSource: Original Event date which is stored in the Parquet data

Serverless SQL Pools needs to scan all folders and files

Filtering in 
DirectQuery
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Pushing Processing to Serverless
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We can import an 

aggregate table into 

Power BI and keep the 

source granularity 

accessible using 

DirectQuery

Improve 

Speed

Aggregates We can use Aggregations to reduce the time to answer specific 

aggregate queries

We must be mindful of query coverage to ensure aggregations 

are being hit as much as possible
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We can setup 

incremental loading if 

there is a date/time 

column

Use the result of a 

filepath function to 

return a date/time to 

partition prune

Efficiency

We can use filepath column EventDate to enable incremental 

refresh. 

This will then enable “partition pruning” in Serverless SQL Pools 

to reduce data processed and increase read performance

Incremental 
Loading

If we are able to import data (either row by row, or by 

aggregating/grouping) then we can take advantage of incremental 

refresh in Power BI and partition pruning in Serverless SQL Pools.
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We can optimise the 

incremental refresh by 

using an existing source 

folder partition scheme

EventDateSource column 

is a Date column within the 

Parquet data

EventDate column is a 

Date column returned by 

the filepath() function

If we use the Date column from the 

data within the Parquet file(s) then 

Serverless SQL Pools needs to scan 

all folders and files to find the 

relevant data

Filtering with 
Incremental
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We can optimise the 

incremental refresh by 

using an existing source 

folder partition scheme

Difference in Data Processed:

Incremental set for last 30 days

None-Partitioned Date Column: Partitioned Date Column:

Initial Refresh:

• History: 26.3GB

• Incremental: ~120GB (30 x 4)

Initial Refresh:

• History: 26.3GB

• Incremental: 17GB

Incremental Refresh:

• Incremental: ~120GB (30 x 4) 

Incremental Refresh:

• Incremental: 17GB 

Filtering with 
Incremental
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Using Serverless SQL 

Pools to do the “heavy 

lifting” for Power BI

Efficiency

Connecting to Serverless SQL Pools View and using GroupBy: 120K 

Rows

3 x 1.5GB CSV files (4.5GB total, 22M Rows)

Connecting to Data Lake Gen2 and using GroupBy: 120K Rows

Dataflows
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Using Serverless SQL 

Pools to do the “heavy 

lifting” for Power BI to 

crunch data

Results

Performance using 

Serverless SQL Pools 

reduced the time to 

process from 12 minutes 

to under 1 minute 

Workspace Settings:

• Premium-Per-User

• Enhanced Compute Engine Settings: On

Dataflows
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We can also connect Azure 
Analysis Service and import 
data

We can connect to 

Serverless SQL Pools from 

Azure Analysis Services and 

import and model data

Import to 

Tabular

Azure Analysis 
Services

Azure Analysis Services can 

scale to 400GB RAM

In this example, the Fact 

table has been partitioned
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